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SDC-GAE: Structural Difference Compensation
Graph Autoencoder for Unsupervised

Multimodal Change Detection
Te Han , Yuqi Tang , Yuzeng Chen , Xin Yang, Yuqiang Guo, and Shujing Jiang

Abstract— Multimodal change detection (MCD) is a crucial
technology for applications in natural resource monitoring, dis-
aster assessment, and urban planning. To address the reliance on
labeled data and enhance the robustness of structural features
in the existing methods, we propose a structure difference
compensation graph autoencoder (SDC-GAE) for unsupervised
MCD. It is recognized that the registered multimodal images
exhibit consistency in structural features in unchanged areas,
while the structural features in changed areas are distinct.
SDC-GAE utilizes a graph convolutional network (GCN) to
extract deep structural features from multimodal images. It uses
the structural features of one time-phase image to reconstruct
its spectral features in the spectral feature space of the target
image. Through structural difference compensation, SDC-GAE
learns the structural disparities between different images, with
the compensation value directly reflecting the intensity of the
changes. The SDC-GAE loss function consists of three compo-
nents: image reconstruction loss, which evaluates the spectral
feature discrepancy between the reconstructed and target images,
guiding the model to reduce these differences via structural
difference compensation; sparse constraint loss, which accounts
for the fact that changes are typically confined to a few areas,
ensuring the sparsity of the detected changes; and structural
consistency loss, which aligns the structural features of the
reconstructed image closely with those of the target image. The
efficacy of our method is validated through experiments on eight
multimodal datasets, where it is compared with the state-of-the-
art methods.

Index Terms— Compensation, graph convolutional network
(GCN), multimodal change detection (MCD), multisource data,
structural difference, structural feature, structured graph.
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I. INTRODUCTION

A. Background

REMOTE sensing image change detection (CD) is a
technique that has garnered attention in fields, such as

natural resource monitoring [1], disaster assessment [2], and
urban planning [3], [4]. This technique enables the detection
and analysis of changes on Earth’s surface by comparing
remote sensing images of the same geographical area captured
at different times [5]. The advent of various remote sensing
satellites, including multispectral, hyperspectral, and synthetic
aperture radar (SAR) ones, has increased the variety and
availability of remote sensing images, thereby advancing the
development of CD. Based on the attributes of the remote
sensing data, CD can be categorized into unimodal CD (UCD)
and multimodal CD (MCD).

UCD primarily relies on data from a single type of satellite
sensor. However, this approach often encounters challenges
due to low data quality and potential data loss, influenced
by factors, such as satellite performance and environmental
conditions. For instance, optical satellite images are prone to
cloud cover and solar illumination issues.

In contrast, MCD offers several advantages over UCD.
1) It leverages the observational strengths of various

sensors, allowing for a combination of data types.
For instance, optical remote sensing satellites pro-
vide high-resolution surface information, while SAR
satellites can observe under any weather or lighting
conditions.

2) It adapts to complex spatial–temporal characteristics,
as surface changes are influenced by numerous natural
and human factors, exhibiting intricate spatial–temporal
patterns. MCD can better accommodate these complex-
ities by integrating information from different remote
sensing data sources, enhancing the accuracy and robust-
ness of CD.

3) It improves the temporal frequency and coverage of CD,
as different satellites have distinct revisit cycles and
coverage capabilities. By utilizing a diverse range of
satellites, more frequent and extensive remote sensing
data can be collected for continuous monitoring of
surface changes.

However, the varying spatial, spectral, radiometric, and
temporal resolutions of different remote sensing data pose
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challenges for applying traditional UCD methods. Conse-
quently, there is an urgent need to develop specialized methods
for MCD.

B. Related Work

Multimodal imagery presents challenges due to imaging
differences that cause the same surface feature to exhibit
varying characteristics across different images, complicating
direct comparison. To address this, researchers have developed
methods to construct comparable features, enabling a uniform
analysis of images from various sensors. These efforts have
led to the development of four main types of MCD methods:
postclassification comparison, similarity measurement, feature
space mapping, and image space transformation.

1) Postclassification Comparison-Based Methods: These
methods involve selecting appropriate classification algo-
rithms for individual processing and then comparing the
results to detect changes. Representative methods include the
kernel-based framework (KBF) [6], multitemporal segmenta-
tion and compound classification (MS-CC) [7], cooperative
MS and hierarchical compound classification (CMS-HCC)
[8], and hierarchical extreme learning machine classification
(HELMC) [9]. These methods are straightforward and can
be tailored to specific applications. They also facilitate the
understanding and interpretation of detection results by catego-
rizing image data. Despite the advantages of postclassification
comparison methods, several challenges remain: first, classifi-
cation errors inherent in these algorithms tend to accumulate
during the comparison process, potentially diminishing the
accuracy of CD. Second, these methods often necessitate
extensive training datasets to effectively learn the characteris-
tics of different feature types or changes. However, acquiring
high-quality labeled data for MCD is particularly arduous,
especially for intricate tasks. Third, multimodal images present
diverse data features. It is crucial to select classification
algorithms or feature extraction methods that are compatible
with these varying data types. However, ensuring the con-
sistency of classification criteria across different methods is
a laborious and complex endeavor that can undermine the
methods’ efficiency.

2) Similarity Measurement-Based Methods: These methods
posit a pattern correlation between multimodal images and
leverage this correlation to construct invariant operators for
measuring image similarity. For instance, the multidimensional
statistical model (MSM) [10] employs statistical methods to
model multimodal images, evaluating changes by compar-
ing pixel-level statistical features. The MCD Markov model
(M3CD) [11] identifies changed regions by establishing a
Markov model to describe pixel relationships across differ-
ent modalities. Other methods, such as energy-based model
(EBM) [12], use energy distribution or difference metrics
to assess similarity or changes. These approaches determine
changes by comparing pixel value distributions or statisti-
cal information, bypassing the need for complex training
processes. However, these methods may underutilize spatial
information and are vulnerable to image noise. To utilize
spatial information from imagery, sorted histogram (SH) [13]

assesses pixel similarity by sorting and comparing image
histograms, and Mignotte [14] proposes a novel Bayesian
statistical approach for MCD, involving a two-stage process
that begins with preliminary estimation of spatially adaptive
class conditional likelihoods specific to the imaging modality
pair, followed by segmentation based on these likelihoods for
each pixel and modality. The advantage of these methods is
their ability to perform unsupervised CD (USCD) without spe-
cific data type dependencies, offering flexibility across various
change scenarios. Nonetheless, the reliance on hand-designed
mode operators, which depend on prior knowledge and expert
insights, limits their ability to capture the complex depen-
dencies between multimodal data. This challenge persists
in creating an invariant operator that accurately reflects the
correlation between multimodal images.

3) Feature Space Mapping-Based Methods: These meth-
ods project multimodal remote sensing images into a shared
feature space, ensuring that similar objects are represented
similarly within this space. Techniques, such as symmetric
convolutional coupling network (SCCN) [15], approximately
symmetrical deep neural network (ASDNN) [16], two-stage
joint feature learning (TSJFL) [17], multicue contrastive
self-supervised learning (MC-CSSL) [18], deep sparse resid-
ual model (DSRM) [19], commonality autoencoder (CAE)
[20], and log-based transformation feature learning (LTFL)
[21]. For multiscale feature learning, methods, such as deep
pyramid feature learning networks (DPFL-Nets) [22], deep
homogeneous feature fusion (DHFF) [23], iterative joint
global–local translation (IJGLT) [24], topological structure
coupling network (TSCNet) [25], and structural relationship
graph convolutional autoencoder (SRGCAE) [26], are pro-
posed. These approaches enhance consistency across different
modalities by mapping multimodal images into a unified
feature space, making them adaptable to various types of
remote sensing data. However, the varying noise levels and
imaging features of multimodal images can lead to differences
in the relationships between similar object features within the
shared feature space.

4) Image Space Transformation-Based Methods: These
methods establish image transformation models between mul-
timodal images, enabling the transformation of multimodal
images from their original image space to another image space.
This means that the transformed images are closer to the orig-
inal images in terms of imaging features, reducing the impact
of modality differences on CD. For example, homogeneous
pixel transformation (HPT) [27] and deep translation-based
CD network (DTCDN) [28] construct spatial transformation
relationships between multimodal images using label data.
To enhance the autonomy of the algorithm, methods, such
as unsupervised image regression (UIR) [29] and coupled
dictionary learning (CDL) [30], have been proposed. To utilize
the structural information of image space, some graph-based
methods have been introduced, such as patch similarity graph
matrix (PSGM) [31], sparse-constrained adaptive structure
consistency (SCASC) [32], and graph-based image regression
and Markov random field (GIR-MRF) [33]. Additionally,
some scholars have used deep learning methods to achieve
spatial transformation of multimodal images, such as
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generative adversarial networks under cutmix transforma-
tions (GANCT) [34], USCD [35], conditional adversarial
network (CAN) [36], image translation network and postpro-
cessing (ITNPP) [37], hierarchical extreme learning machine
image transformation (HELMIT) [38], code-aligned autoen-
coders (CAA) [39], and adversarial cyclic encoder network
(ACE-Net) [40]. Through image transformation, the feature
representation of one temporal image in the image space
of another temporal image can be obtained, enhancing the
diversity and richness of the image data before and after
the change event and providing more comprehensive change
information. To further enhance the performance of such
algorithms, it is necessary to consider how to establish accurate
multimodal image space transformation models.

C. Motivations and Contributions

1) Advancements of Unsupervised MCD Methods: Recent
advancements in MCD have seen the introduction of several
supervised learning methods that achieve remarkable results
by training models with annotated ground truth changes.
Notably, multitask CD network (MTCDN) [41] and deep
translation-based CD network (DTCDN) [28] have developed
end-to-end image conversion frameworks utilizing UNet++

and generative adversarial networks (GAN), respectively. Hier-
archical attention feature fusion (HAFF) [42] has enhanced
CD capabilities through a hierarchical attention mechanism
and feature fusion. Furthermore, domain adaptive cross recon-
struction (DACR) [43] has facilitated domain adaptation
between heterogeneous remote sensing images through feed-
back guidance. Leveraging spatial structural information, the
dual neighborhood hypergraph neural network (DHGNN) [44]
has introduced a novel network structure for high-resolution
CD using a dual-neighbor hypergraph neural network. In this
article, we aim to propose an unsupervised MCD method to
reduce reliance on label data. Unsupervised methods offer
several advantages over supervised methods: 1) they eliminate
the need for training data, reducing the labor and subjectivity
associated with manual data label, which is especially bene-
ficial for large-scale datasets or when label data are scarce;
2) they are versatile, capable of handling image data from
various sensors, bands, or time points, making them adaptable
to a wide range of CD tasks; and 3) their lack of dependence
on predefined change patterns or prior knowledge grants them
robustness against unknown or complex changes.

2) Structural Feature Consistency in Multimodal Images:
Despite the substantial differences in imaging features among
multimodal images, they share consistent structural features in
regions that have not changed [45], [46]. Detecting changes
in multimodal images involves encoding these structural fea-
tures into structural graphs and assessing the differences
between them. Fractal projection and Markovian segmentation
(FPMS) [47] leverages the spatial self-similarity of images.
It projects patterns from one time phase to another using fractal
encoding and employs pixel-level difference map binarization
and Markov segmentation strategies within an unsupervised
Bayesian framework to detect the changes between multi-
modal images. Convolution model-based mapping (CMM)

[48] captures local structural information through convo-
lutional operations. Improved nonlocal patch-based graph
(INLPG) [49] focuses on generating nonlocal structural fea-
tures by considering the relationships between distant image
patches, which are then quantified by mapping them into a
common image domain for change measurement. On the other
hand, graph-based fusion (GBF) [50] treats multimodal images
as graph data, leveraging their intrinsic similarities to detect
changes by fusing graph data and minimizing graph similarity.
Graph learning based on signal smoothness representation
(GLSSR) [51] integrates signal smoothness using graph struc-
tures to enhance detection accuracy. To further refine structural
features, the iterative structure transformation and conditional
random field (IST-CRF) [52] combines iterative optimization
of structural transformations with CRF models for USCD.
To reduce the influence of changed areas on image structural
features, methods, such as enhanced graph structure repre-
sentation (EGSR) [53], iterative robust graph and Markov
co-segmentation (IRG-McS) [45], and adaptive optimization of
structured graph (AOSG) [46], improve detection accuracy by
iteratively optimizing graph structure. Structure graph-based
methods offer several advantages over pixel, image patch,
or superpixel-based methods in CD.

1) They can overcome imaging differences in multimodal
images by mining and comparing consistent structural fea-
tures in unchanged regions, enhancing detection precision and
robustness.

2) The vertices in the structure graph represent image
objects, and the edges between them reflect the similarity and
correlation between these objects, providing valuable contex-
tual information. This comprehensive consideration of vertex
and edge attributes allows for more accurate differentiation
between changed and unchanged areas.

3) Encoding structural features into structure graphs can
mitigate the effects of image noise on CD. However, these
methods rely on traditional K-nearest neighbors (KNNs)
graphs to establish structural relationships, which typically
consider only the direct proximity between pixels or objects,
failing to capture more complex spatial structures and contex-
tual information.

3) Potential of GCN in Extracting Structural Features of
Multimodal Images: Graph convolutional network (GCN) [54]
is capable of uncovering deeper structural features in images,
which is particularly advantageous in MCD. Traditional meth-
ods, relying on pixel or superpixel analysis, often struggle
to capture global structural information due to imaging dis-
parities and a focus on local features. GCN addresses this
limitation by acting as a robust tool for graph structure
learning. They perform convolutional operations on graph
structures, integrating not only the local information of nodes
but also learning the intricate relationships between them.
This process unveils the images’ global structural features,
aiding models in comprehending complex changes. Further-
more, GCN’s high-dimensional feature representation enriches
the contextual information of images, enabling a clearer dis-
tinction between actual changes and those falsely induced
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by imaging differences, thereby improving the reliability of
detection.

Therefore, this article proposes a structure difference com-
pensation graph autoencoder (SDC-GAE) as an unsupervised
method for MCD. The rationale behind this method is the
assumption that, in the absence of changes, the structural
features of registered multimodal images X and Y should
align perfectly. By leveraging the structural features of image
X, we can reconstruct an image Y’ in the domain of Y,
ensuring that the spectral features of Y and Y’ are identical.
However, the changes in the imagery introduce structural
discrepancies, resulting in spectral feature differences between
Y and Y’. To reconcile these differences, spectral difference
compensation is employed, reflecting the intensity of the
changes in the multimodal images. SDC-GAE constructs a
graph model with superpixels as vertices and employs a GCN
to extract deep structural features from the multimodal images.
This process also involves learning the structural differences
between images through structural difference compensation.
The encoder component of SDC-GAE maps image X into a
latent space, utilizing its structural features and the spectral
features of image Y. The decoder then reconstructs image
Y’ from this latent space, striving for structural consistency
with image Y. To address spectral feature discrepancies due
to changes, SDC-GAE incorporates a structural difference
compensation to align the spectral features of Y’ with those
of Y. The loss function of SDC-GAE is composed of three
components: image reconstruction loss, which quantifies the
spectral feature differences between Y’ and Y and guides
the model to minimize these through structural difference
compensation; sparse constraint loss, which is designed based
on the fact that changes in images are typically confined to
a few areas; and structural consistency loss, which ensures
that Y’ closely mirrors the structural features of Y. The
contributions of this article are as follows.

1) The proposed SDC-GAE for MCD has been developed
to eliminate the need for additional supervision signals. SDC-
GAE uses the structural features of imagery from one time
phase to reconstruct the spectral spatial features in another
image, establishing a spectral mapping relationship between
the same objects in multimodal imagery, thus obtaining the
imagery of different modalities at the same time.

2) Unlike traditional methods that rely on shallow features,
SDC-GAE extracts deep structural features from multimodal
imagery, taking into account the complex spatial contextual
relationships within the imagery.

3) SDC-GAE introduces a structural difference compensa-
tion mechanism, which optimizes the compensation value to
make the reconstructed imagery structurally closer to the target
imagery. The loss function design of SDC-GAE considers
the characteristics of MCD, employing three types of loss
functions to achieve the reconstruction of multimodal imagery,
enabling the accurate identification of changed areas through
structural difference compensation.

4) The validation of the proposed method’s effectiveness
through experiments on eight datasets and comparisons with
the state-of-the-art methods.

II. METHODOLOGY

Given a pair of registered multimodal images X ∈ RM×N×BX

and Y ∈ RM×N×BY , where M, N , and BX(BY) denote the
length, width, and number of bands of image X(Y), respec-
tively, and the pixels are represented as x(m, n, bX) and
y(m, n, bY). Despite the significant imaging differences, the
structural features in regions that have not changed remain
consistent. This consistency enables the detection of changed
areas by measuring the differences in the structural features
between the multimodal images. As depicted in Fig. 1, squares
and circles symbolize image objects, with the line thickness
indicating the degree of similarity between them. Image Y’
represents the spectral expression of image X within the image
domain Y . The structural features of multimodal images are
manifested through the similarity relationships among these
image objects. If images X and Y have not any changes,
the structural features of the corresponding regions should
be identical, meaning that the spectral features of image Y’
can be represented by those of the same objects in image Y.
However, if changes are present in the multimodal images,
their structural features will differ (as illustrated in Fig. 1
by the changed similarity relationships between objects in
images X and Y), resulting in the spectral features of image
Y’ in the changed areas being unable to be represented by
the spectral features of the corresponding objects in image
Y. To address this, structural difference compensation can be
employed to rectify structural discrepancies in areas experi-
encing changes. This approach refines the spectral properties
of the reconstructed image Y’ to correspond with those of
image Y. The compensation process adeptly detects changes in
image intensity across different modalities, thereby enhancing
the detection of changes.

The method proposed in this article consists of three primary
components (Fig. 2): structural graph construction, SDC-GAE
learning, and change map (CM) generation. Sections II-A–II-C
will detail these steps.

A. Structural Graph Construction

Structural graphs intuitively represent the structural features
of images by using vertices and edges to illustrate the con-
nections between them. In this study, we utilize structural
graphs to depict the inherent structural features of images,
with superpixels acting as graph vertices. Superpixels are
pixel clusters within an image that share similar color and
texture, and each superpixel is represented by a vertex in the
graph. These vertices not only capture the local image features
but also indicate the similarity between superpixels through
their connections. This approach is more efficient than the
traditional methods that rely on image patches or individual
pixels, as it better preserves the image’s structural information,
accurately captures regional boundaries, and minimizes frag-
mentation and noise issues associated with small processing
units. Moreover, since superpixels consist of multiple pixels,
the overall data processing volume is reduced.

To segment superpixels in images, we apply the sim-
ple linear iterative clustering (SLIC) [55], which delineates
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Fig. 1. Schematic of structural difference compensation in multimodal images. Squares and circles represent image objects, with the thickness of the
connecting lines indicating the strength of their similarity. This similarity reflects the structural characteristics of the images. Image Y’ represents the spectral
expression of image X in the image domain Y . In the unchanged areas, the consistent structural features of image X and Y in that region allow the objects
in image Y to be characterized by the spectral features of the same objects in image X. However, in the changed areas, the structural features of images
X and Y will differ, preventing image Y from being characterized by the spectral features of the corresponding objects in image X. Therefore, structural
difference compensation can be applied to the changed areas, making the reconstructed image Y’ have the same spectral features as the original image Y.
This compensation value reflects the intensity of the changes between multimodal images.

Fig. 2. Framework of SDC-GAE-based MCD method. Following the superpixel segmentation of images X and Y, an initial structural graph is constructed,
where superpixels serve as vertices. Utilizing the structural features of image X(Y), the SDC-GAE models the spectral feature expressions of image X(Y)

within image Y(X). The process yields a measure of the intensity of changes within the images through structural difference compensation.

superpixel boundaries based on local color similarity and
spatial continuity, yielding well-defined superpixels. To ensure
that multimodal images have consistent superpixel boundaries
for comparison, we overlay images X and Y and segment
the combined image using SLIC to create a superpixel map

P = {Pi |i = 1, 2, . . . , Np}. This map is then mapped back
to the original images X and Y, yielding superpixel sets
X = {Xi |i = 1, 2, . . . , Np} and Y = {Yi |i = 1, 2, . . . , Np},
with Np indicating the total number of superpixels. To char-
acterize each superpixel, we calculate the mean and median
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of its constituent pixels, providing insights into the color
distribution. The mean indicates the average color trend, while
the median is less affected by outliers and better represents the
central tendency of the color spectrum. This process results in
superpixel feature matrices X̃ ∈ RNp×3BX and Ỹ ∈ RNp×3BY

for images X and Y, respectively.
Based on the obtained superpixels, we can construct a

structural graph GX for image X to represent its structural
features. We define GX = {VX, EX} as follows:

VX =
{

Xi |i = 1, 2, . . . , Np
}

EX =
{(

Xi , X j
)
|i = 1, 2, . . . , Np, j ∈ �Xi , j ̸= i

}
(1)

where VX and EX represent the vertices and edges of the
graph GX, respectively, while �Xi denotes the set of indices of
vertices X j connected to vertex Xi . Similarly, we can construct
the structural graph GY for image Y.

To more conveniently describe the connection relationships
between vertices in graph GX, we introduce the adjacency
matrix AX

∈ RNp×Np of graph GX

AX
i, j =

{
1,

(
Xi , X j

)
∈ EX

0,
(
Xi , X j

)
/∈ EX.

(2)

This article introduces the degree matrix DX for graph GX
to analyze the connection strength between vertices and to
uncover the graph’s clustering features and the significance
of individual vertices. The degree matrix, a diagonal matrix
where DX

i,i =
∑NS

j AX
i, j ∈ RNS×NS represents the frequency of

vertex connections, serves as a direct mapping of each vertex’s
connectivity. In parallel, a structural graph GY is constructed
for image Y to apply similar analysis.

The selection of an appropriate number of associated ver-
tices Ki for vertex Xi is pivotal for accurately capturing
the graph’s structural features. A suboptimal Ki , either too
small or too large, can lead to an inaccurate representation of
the graph’s structure. To determine Ki , we adopt a method
similar to that described in [32], which involves setting a
range for the number of neighbors with kmax = ⌊Kratio × Np⌋

as the upper limit and kmin = ⌊kmax/10⌋ as the lower limit,
where ⌊·⌋ denotes the floor function and Kratio is the neighbor
ratio. We calculate the feature distance distXi, j = ∥Xi − X j∥

2
2

between vertex Xi and other vertices to identify the kmax
closest neighbors. The degree value DX of vertex Xi is
then computed. Subsequently, Ki is set to the minimum of
max{DX

i,i , kmin} and kmax to ensure a balanced representation
of the graph’s structure.

B. SDC-GAE Learning

1) Structure Difference Compensation Graph Autoencoder:
GCNs are specialized network models designed for processing
graph data, adept at capturing and learning the structural
characteristics inherent in graphs. Their strong interpretabil-
ity and expressive capabilities have made them a staple in
fields ranging from computer vision to recommendation sys-
tems. To precisely determine spectral difference compensation,
which measure the changes intensity in multimodal images, the
proposed SDC-GAE is composed of an encoder and a decoder.
Both components are equipped with graph convolutional layers

to facilitate efficient feature extraction and reconstruction, akin
to traditional autoencoders.

The SDC-GAE reconstructs the original image to obtain
its spectral feature representation in a different temporal
image domain, while also calculating the structural difference
compensation value di f . As established earlier, if multimodal
images remain unchanged, their structural features should
be consistent. Leveraging this consistency, we preserve the
structural features of image X and reconstruct it within the
image domain Y , guided by the spectral features of image Y.
In the reconstructed image Y’, the feature representation
h(l+1)

Y′
i

of superpixel Y′
i at layer l + 1 is refined through a

weighted aggregation of the features of its l-layer neighboring
vertices h(l)

Y′
j

h(l+1)
Y′

i
= σ

 ∑
j∈�Xi

α
X(l)
i, j W (l)h(l)

Y′
j

 (3)

where σ(·) is the activation function, W (l) represents the learn-
able weight matrix, α

X(l)
i, j denotes the dynamically allocated

contribution degree for each vertex, which reflects the impor-
tance of neighboring vertex in updating the current vertex, and
j ∈ �Xi denotes that in the superpixel Y′

i update process, the
spatial index utilized for neighboring vertices corresponds to
that of the adjacent vertices in graph GX. Consequently, this
implies that the feature learning for reconstructing image Y’
is performed using the structural features of image X. It is
worth noting that the input layer features of vertex Ỹ ′

j are
h(0)

Y′
j
= Ỹ j .

To enhance the accuracy of establishing connection rela-
tionships between graph vertices and to improve the graph
neural network’s ability to model image structural features,
this article introduces the graph attention mechanism (GAM)
[56], [57]. This mechanism is used to learn the contribution
degree α

X(l)
i, j for each vertex. Specifically, for each vertex Xi

in graph GX = {VX, EX}, the attention weight α
X(l)
i, j with its

neighboring vertices can be calculated as follows:

α
X(l)
i, j =

exp
(

LeakyReLU
(

a(l)T
[
W (l)h(l)

Yi
||W (l)h(l)

Y j

]))
∑

k∈�Xi
exp

(
LeakyReLU

(
a(l)T

[
W (l)h(l)

Yi
||W (l)h(l)

Yk

]))
(4)

where a(l) represents a parameterized vector of a learnable
attention mechanism, || denotes the concatenation of feature
vectors, and LeakyReLU(·) is the activation function.

Additionally, to achieve a more stable update process,
we introduce multihead attention. Assuming there are R
attention heads for vertex feature updates, (3) can be rewritten
as

h(l+1)
Y′

i
= σ

 1
R

R∑
r=1

∑
j∈�Xi

α
X(l)r

i, j W (l)r
h(l)

Y′
j

 (5)

where α
X(l)r

i, j represents the weight of the r th (r = 1, 2, . . . , R)

attention mechanism ar , while W (l)r
is the corresponding

learnable weight matrix.
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SDC-GAE employs graph convolutional layers to progres-
sively learn and reconstruct the image Y’ of X within the
image domain Y . By leveraging the structural features of
image Y, we can similarly construct the reconstructed image
X’ within the image domain X .

2) Loss Function: Influenced by changed areas, images
Y′(X′) and Y(X) may exhibit differences, necessitating com-
pensation with values di f X and di f Y. These values, along
with other SDC-GAE parameters, are optimized through
the backpropagation algorithm [58] and gradient descent.
To ensure that the reconstructed images Y’ and X’ closely
resemble images Y and X in spectral features, respectively,
we introduce a reconstruction loss function to achieve this
objective

lossr =

Np∑
i=1

∥∥X̃ i − X̃ ′
i + di f X

i

∥∥2
2 +

Np∑
i=1

∥∥Ỹ i − Ỹ ′
i + di f Y

i

∥∥2
2

(6)

where Ỹ ′ ∈ RNp×3BY represents the feature matrix of the
reconstructed image Y’.

The sparse constraint loss is engineered to minimize the
structural difference compensation values di f X and di f Y,
acknowledging that changed regions are generally smaller
compared to unchanged regions. Consequently, the majority
of pixels are categorized as unchanged (assigned values of
zero or close to zero), whereas a small subset of pixels is
designated as changed (assigned a larger value values)

lossd = ∥di f X
∥

2
2 + ∥di f Y

∥
2
2. (7)

As shown in Fig. 1, the image X and its reconstructed
image Y’ share consistent structural features. Specifically, the
interconnections and interactions between Y′

i and Y′
j should

reflect the same pattern and intensity as those between Xi and
X j , which means

min
Np∑

i, j=1

∥Ỹ ′
i − Ỹ ′

j∥
2
2AX

i, j = 2T r
(

Ỹ ′
T LXỸ ′

)
(8)

where LX
= DX

−AX is the Laplacian matrix of the graph GX.
Additionally, we have performed normalization on the

Laplacian matrix, which offers three significant benefits. First,
normalization stabilizes the degree values of vertices, essen-
tial for maintaining nodal force equilibrium during analysis.
This step also minimizes computational errors, boosting the
reliability and accuracy of numerical calculations. Moreover,
the normalized matrix adapts to different network structures,
making the algorithm versatile for a variety of scenarios. Thus,
we can obtain the structural consistency loss

lossX
s = 2T r

(
Ỹ ′

T
L̃

X
Ỹ ′

)
(9)

where L̃X
= I − (DX)−1/2AX(DX)−1/2 represents the nor-

malized Laplacian matrix, while I ∈ RNp×Np represents the
identity matrix. Similarly, for the reconstructed image X’,
we can obtain

lossY
s = 2T r

(
X̃ ′

T
L̃

Y
X̃ ′

)
(10)

TABLE I
FRAMEWORK OF SDC-GAE

where X̃ ′ ∈ RNp×3BX represents the feature matrix of the
reconstructed image X’, and L̃Y

= I − (DY)−1/2AY(DY)−1/2

represents the normalized Laplacian matrix of graph GY. The
overall structural consistency loss function is then given by

losss = lossX
s + lossY

s . (11)

Then, the overall loss function for SDC-GAE is

loss = lossr + lossd + losss . (12)

C. CM Generation

Structural difference compensation di f X and di f Y reflect
the change intensity of image; thus, the final change intensity
is a combination of both

di f final
= di f X/mean

(
di f X)

+ di f Y/mean
(
di f Y)

. (13)

The change intensity map (CIM) is obtained as follows:

CI(m,n) = di f final
i ;(m, n) ∈ Pi . (14)

The generation of the final CM can be visualized as a binary
segmentation problem, and we obtain the CM using Otsu’s
threshold segmentation [59]. The summary of the proposed
SDC-GAE is presented in Table I.

III. EXPERIMENTS

In this section, we will provide a detailed introduction to the
experimental setup, including comparative methods, evaluation
metrics, experimental parameters, and so on, following with
the experimental datasets and the results of the experiments.

A. Comparative Methods and Evaluation Metrics

To validate the effectiveness of the methods presented in
this article, we employ several state-of-the-art methods as
comparative methods.

1) LTFL [21] utilizes a stacked denoising autoencoder to
extract deep features from multimodal images and applies
difference metrics to these features. High-confidence samples
are selected for training a classifier, which performs binary
classification on feature difference maps to generate CM.

2) INLPG [49] constructs nonlocal structural features
for multimodal images by considering nonlocal correlations
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between image patches. These features are mapped into a
consistent image domain for comparison, enabling the quan-
tification of changes within multimodal images.

3) GBF [50] treats multimodal images as graph data,
capturing their intrinsic similarities. It fuses multitemporal
graph data and minimizes graph similarity to detect changes
in multimodal images.

1) IRG-McS [45] develops an adaptive nonlocal structural
graph based on superpixels to represent image structure
features. It refines the graph structure of unchanged
regions using structural difference metrics and McS,
enhancing the accuracy of CD.

2) SCASC [32] retains the structural features of the source
image and applies sparse constraints to transform these
features into the target image domain. Change infor-
mation is extracted through a comparison between the
original and transformed images.

3) GIR-MRF [33] employs a UIR method that integrates
global and local graph structure learning to capture
image features and relationships. It uses a Markov seg-
mentation model to segment difference maps, resulting
in CM.

4) SRGCAE [26] leverages a GCN to learn graph structure
relationships in multimodal images, expressing their
structural features. It extracts change information by
comparing these structural features.

5) AOSG [46] constructs an adaptive structured graph by
combining the spatial scale of image objects with the
feature distance between image patches. It optimizes the
graph by considering the change attributes of neighbor-
ing regions, thereby improving the precision of structural
feature representation.

In order to evaluate the effectiveness of various methods
quantitatively, we have employed a suite of evaluation metrics,
including overall accuracy (OA), kappa coefficient (KC), and
F1-measure (F1). These metrics provide a comprehensive
assessment of model performance. The detailed descriptions
of these evaluation metrics are given in the following.

The OA serves as a key indicator when assessing the
efficacy of a classification model. It measures the model’s
ability to correctly classify samples, expressed as a ratio of
the correctly classified instances to the total sample count N .
The OA is calculated as follows:

OA = (TP + TN)/(TP + TN + FP + FN) (15)

where TP, FP, TN, and FN denote true positives, false posi-
tives, true negatives, and false negatives, respectively.

The KC is used to measure the degree of agreement among
data, and it is calculated as follows:

KC = (OA-PRE)/(1-PRE) (16)

where

PRE=((TP + FN)(TP + FP) + (TN + FP)(TN + F N ))
/

N 2.

(17)

The F1 score is the harmonic mean of precision and
recall, used to measure the comprehensive performance of a

classification model on a specific category, especially in cases
of class imbalance. It is calculated as follows:

F1 =
2 × Precision × Recall

Precision + Recall
(18)

where

Precision = TP
/
(TP + FP) (19)

Recall = TP
/
(TP + FN). (20)

In this article, the proposed SDC-GAE employs the Adam
optimizer [60] with a learning rate set to 0.01, weight decay
to 0.0001, and the number of attention heads R is set to 4.
Both layers of the graph convolutional layers use convolutional
kernels of 16. The epochs are set to 300. In addition, the
main parameters of SDC-GAE, the neighbor ratio kratio and
the number of superpixels Np, are set to 0.1 and 5000, respec-
tively, and these parameters will be analyzed in Section IV.
All experiments of SDC-GAE are conducted in the following
environment: Pytorch, CPU is AMD Ryzen 7 3800X 8-core
processor, 3.89 GHz, Windows 11, 32-GB RAM, and an
NVIDIA GeForce GTX 2070 SUPER.

B. Experimental Datasets

This article validates the effectiveness of the proposed
multimodal image CD methods using eight diverse remote
sensing datasets, as depicted in Fig. 3(a) and (b). The datasets
include a range of sensor images from optical satellites, such
as Sentinel-1, QuickBird, and Landsat-8, as well as SAR
satellites, capturing both short-term and long-term changes.
This variety ensures a comprehensive assessment of the meth-
ods’ performance across different sensors and time frames.
Spanning various geographical regions, the datasets feature
changes at multiple scales, such as urban development and
river expansion, which are essential for testing the algorithms’
applicability and generalization capabilities. The reference
images, derived from expert knowledge and high-resolution,
temporally and spatially proximate images, provide a reliable
benchmark for validation. The selection of these datasets aims
to rigorously evaluate the proposed methods’ effectiveness
in diverse environmental contexts. All datasets underwent
preprocessing, such as radiometric correction, atmospheric
correction, and geometric correction, with each dataset’s
images resampled to the same spatial resolution. For further
details, refer to Table II.

C. Experimental Results

Fig. 3 illustrates the CMs for different methods applied to
datasets #1 through #8, alongside the CIMs of SDC-GAE.
Datasets #1 and #2, which depict river changes, present a
challenge due to “pseudo-changes” resulting from varying
shadow distributions over land. Visual inspection reveals that
all methods successfully identified the primary change areas
in dataset #1. However, GBF and SRGCAE exhibited notable
FPs, while INLPG, IRG-McS, SCASC, and GIR-MRF, though
having fewer FPs, missed several detections. AOSG managed
to detect more comprehensive change areas but encountered
isolated FPs in the image’s center. In dataset #2, LTFL,
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TABLE II
DESCRIPTION OF THE DATASETS

Fig. 3. CMs of different methods and the CIMs for SDC-GAE. From top to bottom, they correspond to datasets #1–#8. From left to right, they are as
follows. (a) Image X, (b) image Y, (c) reference image, (d) CMs of LTFL, (e) CMs of INLPG, (f) CMs of GBF, (g) CMs of IRG-McS, (h) CMs of SCASC,
(i) CMs of GIR-MRF, (j) CMs of SRGCAE, (k) CMs of AOSG, (l) CIMs of SDC-GAE, and (m) CMs of SDC-GAE.

INLPG, GBF, and SRGCAE showed significant FPs, whereas
IRG-McS, SCASC, GIR-MRF, and AOSG had fewer FPs but
more missed detections. Dataset #3, with its complex change
scenario involving bare land, grassland, buildings, and roads,
saw most methods, except SCASC, producing many false
positives. SCASC, however, failed to identify the change area

in the lower right corner of the image. Dataset #4, which
reflects the changes in buildings and vehicles, saw LTFL and
SRGCAE generating more FPs than other methods. Mean-
while, INLPG, IRG-McS, SCASC, and GIR-MRF missed
three distinct building change areas. AOSG achieved a balance
between FPs and FNs but still overlooked a building change
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TABLE III
ACCURACY EVALUATIONS ON DATASETS #1–#4. THE MAXIMUM AND SECOND MAXIMUM VALUES ARE

REPRESENTED BY BOLD AND UNDERLINED TEXT, RESPECTIVELY

TABLE IV
ACCURACY EVALUATIONS ON DATASETS #5–#8. THE MAXIMUM AND SECOND MAXIMUM VALUES

ARE REPRESENTED BY BOLD AND UNDERLINED TEXT, RESPECTIVELY

in the lower left corner. Datasets #5–#7, all showing river
changes, faced challenges due to extensive image coverage and
complex object textures. In dataset #5, GBF’s performance was
compromised by numerous false and FNs. LTFL and INLPG
had many FPs, yet other methods managed to detect change
areas more thoroughly, albeit with some FPs. Dataset #6
saw INLPG, GBF, and SRGCAE with significant FPs, while
other methods detected change areas more completely with
minimal FPs. In dataset #7, LTFL, INLPG, and GBF had more
FPs, but other methods detected the main change areas with
relatively fewer FPs. Finally, dataset #8, which captured subtle
lake changes, found LTFL and GBF with many FPs in land
areas, and SRGCAE incorrectly identified the lake’s interior
as a change area. In contrast, other methods detected a more
accurate change area. In summary, the proposed SDC-GAE
method not only detected more complete change areas but
also had the fewest FPs. This is attributed to its capability
to extract high-level image features via a graph encoder and
accurately pinpoint change areas through structural difference
compensation.

Fig. 3(l) showcases the CIMs produced by the proposed
SDC-GAE across various datasets. To evaluate the perfor-
mance of these CIMs, we utilize the area under the receiver
operating characteristics (ROC) curve (AUC) as a metric.
As depicted in Fig. 4, the ROC curves for SDC-GAE on
datasets #1 through #8 yield the AUC values of 0.9207,
0.9018, 0.8383, 0.9070, 0.9460, 0.9835, 0.8899, and 0.9331,

Fig. 4. ROC curves of CIMs generated by SDC-GAE across all datasets.

respectively. These results indicate that SDC-GAE is adept at
generating high-quality CIMs. Furthermore, these maps can be
efficiently converted into CMs using straightforward threshold
segmentation techniques.

The accuracy assessment results for various methods on
datasets #1–#4 and #5–#8 are detailed in Tables III and IV,
respectively. In these tables, the boldface denotes the maxi-
mum values, while underlines highlight the second maximum
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Fig. 5. Sensitivity analysis of parameters in SDC-GAE. (a) kratio–KC curves.
(b) NP –KC curves.

values. With the exception of dataset #3, the proposed
SDC-GAE consistently ranks within the top two for OA
across the remaining datasets. Moreover, SDC-GAE secures
a position in the top two for both KC and F1 scores in
all datasets, achieving the highest KC in six out of the
eight datasets. These results underscore the effectiveness and
robustness of the SDC-GAE.

IV. DISCUSSION

A. Parameter Analysis

1) Neighbor Ratio Kratio: This section examines the sen-
sitivity of the proposed SDC-GAE to the parameter Kratio.
To do this, we maintained NP at 5000 and varied K from
0.02 to 0.20 in increments of 0.02. The resulting accuracy
changes for SDC-GAE are depicted in Fig. 5(a). Analyzing
Fig. 5(a) reveals that SDC-GAE’s accuracy generally ascends
with Kratio values from 0.02 to 0.08, peaks and stabilizes when
Kratio is between 0.08 and 0.12, and subsequently declines for
Kratio values from 0.12 to 0.20. This trend underscores the
impact of the number of neighbors on the graph’s structural
representation quality. The rationale is twofold: first, a vertex
with an excessive number of neighbors may be inundated with
noisy information, compromising the graph’s accuracy. On the
other hand, a vertex with insufficient neighbors might lack the
context necessary for precise feature representation. Second,
graph neural networks are prone to oversmoothing, where an
abundance of neighbors can lead to each vertex being overly
influenced by similar ones during information aggregation,
thus diminishing the distinctiveness of vertex features. Given
these considerations, we suggest an optimal Kratio value of
0.1 in this article.

2) Number of Superpixels NP : To investigate the effect
of NP on the proposed SDC-GAE, we varied NP

from 3000 to 10 000 in increments of 1000, with the neighbor
ratio Kratio held constant at 0.1. Fig. 5(b) illustrates the accu-
racy of SDC-GAE across this range of NP values. The KC for
SDC-GAE initially increases as NP rises from 3000 to 4000,
stabilizes between 4000 and 6000, and then exhibits a slight
decline for NP values from 6000 to 10 000. This is because
the number of superpixels determines the spatial resolution
of the segmented image. Too few superpixels may fail to
capture subtle changes, while too many can lead to overseg-
mentation, making it difficult to distinguish real changes from
noise in CD. However, overall, the impact on the proposed
SDC-GAE is not significant. Moreover, an excessive number

of superpixels will increase the algorithm’s running time.
Therefore, considering both the accuracy and efficiency of the
algorithm, we recommend setting NP to 5000.

B. Similarity Between the Reconstructed Image and the
Target Image

Fig. 6 displays the reconstructed images generated by
SDC-GAE across datasets #1–#8. It can be observed from
Fig. 6 that the reconstructed image X′(Y′) shares similar
spectral characteristics with image X(Y) and structural fea-
tures with image Y(X). To further illustrate the differences in
spectral characteristics before and after image reconstruction,
we selected unaltered regions within each dataset (indicated
by the red boxes) and calculated the histogram distribution
of each band of the images [red, green, and blue bands are
labeled with numbers (1), (2), and (3), respectively, in Fig. 7].
It is evident that there are significant differences in the
shape, peak position, and distribution range of the probability
density function (pdf) curves between the original images X
and Y. In contrast, the pdf curves of the reconstructed image
X′(Y′) and image X(Y) are much closer. This indicates that
SDC-GAE can encode image X(Y) into the spectral space
of image Y(X) while preserving the structural features of
image X(Y).

C. Effectiveness of GAM

The GAM allows SDC-GAE to dynamically adjust the
weights of graph vertices during processing, prioritizing those
vertices deemed more important. This adaptive approach facil-
itates the learning of vertex representations. To assess the
impact of GAM, we compared the accuracy of SDC-GAE
both with and without GAM (Table V). The results, as pre-
sented in Table V, show that SDC-GAE achieved an average
enhancement of 2.16% in OA, 7.30% in KC, and 4.71% in F1
when GAM was employed. These improvements underscore
the GAM’s ability to direct SDC-GAE’s focus toward salient
vertex features, which in turn optimizes the structural differ-
ence compensation values and enhances the accuracy of CD.

D. Ablation Study of the Loss Function

In the structural difference compensation learning process
of SDC-GAE, three loss functions collaboratively guide the
model: image reconstruction loss lossr , sparsity constraint loss
lossd , and structural consistency loss losss . lossr includes the
loss term of the reconstructed image and the structural differ-
ence compensation value and thus serves as the fundamental
loss function of the proposed SDC-GAE. Therefore, this article
focuses on the ablation of lossd and losss to evaluate their
individual impacts on algorithm performance, as detailed in
Table VI. Fig. 6 demonstrates that the accuracy of SDC-GAE,
when relying solely on lossr , is markedly inferior to that
of the comprehensive model incorporating all loss functions.
This disparity highlights the insufficiency of lossr for precise
CD and underscores the model’s reliance on lossd and losss

for enhanced performance. By incorporating lossd and losss

into lossr , SDC-GAE achieves an average improvement of
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Fig. 6. Reconstructed images of SDC-GAE on datasets #1–#8 are presented. Within each dataset, from left to right, they are as follows: image X, the
reconstructed image X’ of image Y in the domain of X , image Y, and the reconstructed image Y’ of image X in the domain of Y . The red boxes indicate
the selected changed regions.

Fig. 7. Comparative analysis of histograms for the reconstructed image X′(Y′) and the original image X(Y) across eight datasets. The datasets are divided
into two groups. (a)–(c) Datasets #1–#4 and (d)–(f) datasets #5–#8. For each dataset, the histograms of the respective bands for both images are juxtaposed
from left to right, allowing for a side-by-side comparison.

4.7% and 8.70% in OA, 55.28% and 67.10% in KC, and
39.26% and 46.28% in F1, respectively. Conversely, when

lossd and losss are omitted from the total loss function, the
model with the complete loss function still shows an average
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TABLE V
EFFECTIVENESS OF GAM

TABLE VI
EFFECTIVENESS OF SPARSITY CONSTRAINT LOSS LOSSd AND STRUCTURAL CONSISTENCY LOSS LOSSs

enhancement of 3.53% and 1.03% in OA, 14.16% and 5.55%
in KC, and 10.08% and 4.41% in F1 score, respectively. These
findings underscore the critical roles of lossd and losss in
refining the model’s detection of change areas and preserving
structural consistency. lossd , by enforcing sparsity in change
areas, aids in the precise localization of changes and serves
as a regularization term to prevent overfitting, particularly
in scenarios with subtle or minimal changes. losss , on the
other hand, ensures the spatial structural consistency between
the reconstructed and original images, which is crucial for
identifying genuine changes and mitigating false positives due
to noise, shadows, or other nonstructural elements.

E. Computational Time

This article presents an analysis of the computational time
for the proposed SDC-GAE model, focusing on the small-
est (dataset #8) and largest (dataset #5) datasets by size,
as detailed in Table VII. The data reveal a direct correlation
between the number of superpixels NP and the neighbor ratio
Kratio with the computational time required for SDC-GAE.
Notably, when NP is set to a higher value, such as 10 000,
an increase in Kratio significantly extends the computational
time. This increase is attributed to the fact that a larger
NP necessitates the processing of more neighbor vertices
for each vertex in SDC-GAE, complicating the aggregation
operation. Furthermore, managing a higher volume of vertices
and their relationships demands additional memory for storing
vertex features, weight matrices, and intermediate computation
results. Consequently, the augmented memory requirements

TABLE VII
COMPUTATIONAL TIME (s) OF SDC-GAE

can potentially restrict the model’s efficiency when imple-
mented on hardware.

V. CONCLUSION

This research tackles the challenge of imaging feature
discrepancies in MCD by introducing an innovative SDC-GAE
model. Utilizing an unsupervised learning framework, SDC-
GAE delves into the extraction of deep structural features from
images. This model, augmented with a structural difference
compensation mechanism, enables precise detection of change
areas. The loss function of SDC-GAE is meticulously designed
with three key components: image reconstruction loss, sparsity
constraint loss, and structural consistency loss. These com-
ponents work in tandem to guide the model in minimizing
spectral differences between reconstructed and target images,
focusing on change areas, and ensuring the structural features
of both images remain consistent. Comparative experiments
on eight multimodal datasets with the state-of-the-art methods
have validated the effectiveness and superiority of SDC-GAE
in MCD tasks.
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SDC-GAE demonstrates its potential in processing mul-
timodal remote sensing data, providing valuable technical
support for CD in domains, such as natural resource monitor-
ing, disaster assessment, and urban planning. Future research
will focus on the continued refinement of the SDC-GAE’s
performance. The planned enhancements aim to address the
following key areas.

1) Advanced graph representation learning: we suggest
employing cutting-edge GCN frameworks to more effectively
extract and encode image structural features. Integrating mul-
tiscale graph learning will facilitate the simultaneous capture
of both local and global structural elements, thereby increasing
the model’s responsiveness to changes across different scales.

2) Refined attention mechanisms: we advocate for the
development of more nuanced attention mechanisms that pri-
oritize CD areas and minimize overfitting to stable regions.
An adaptive attention distribution should be implemented,
which adjusts focus based on image content, enabling more
precise identification of change features.

3) Multitask learning: we recommend integrating CD with
complementary tasks, such as classification and segmentation,
to benefit from mutual information and enhance the precision
of structural difference compensation.

4) Loss function optimization: the design of novel loss
functions or the enhancement of the existing ones should be
pursued to better address structural discrepancies. This could
involve the integration of gradient-based loss components to
diminish reconstruction inaccuracies.

5) Data augmentation and preprocessing: the use of data
augmentation strategies, including image rotation, scaling,
and brightness adjustments, during training can improve the
model’s adaptability to diverse change scenarios. Additionally,
preprocessing steps, such as noise reduction and contrast
enhancement, should be applied to refine input data qual-
ity and, consequently, the accuracy of structural difference
compensation.

In the subsequent research, efforts will also be directed
toward improving the model’s real-time detection capabili-
ties. This can be achieved through the following approaches:
1) employing techniques, such as model pruning and knowl-
edge distillation to reduce the complexity of the model while
ensuring its performance is maintained; 2) improving the
computation of the loss function to minimize redundant cal-
culations during the model’s gradient descent; and 3) further
increasing computational efficiency by utilizing parallel com-
puting frameworks and specialized hardware accelerators.

Moreover, we intend to investigate the application of
SDC-GAE to a broader range of remote sensing image analysis
tasks, with the goal of offering more extensive technical
support to related fields.
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